The Single Channel Theory

In the single channel theory, each neuron uses as its reinforcement the algebraic sum of its inputs from other neurons, with depolarization taken as positive reinforcement and hyperpolarization taken as negative reinforcement. However, the polarization is only effective as reinforcement if it arrives soon after a neuronal firing. This is analogous to the necessity to deliver reinforcement soon after the response to be learned in operant conditioning. Learning experiments indicate that delaying the reinforcement in operant conditioning leads to sharp reductions in learning, with little or no learning if the delay exceeds five seconds (4). Let us call the plot of reinforcement's effectiveness in causing learning versus time delay of reinforcement after response the reinforcement effectiveness curve. It will be a consequence of the single channel theory's explanation of classical and operant conditioning that this reinforcement effectiveness curve must be the same curve as the plot of amount of learning versus the conditioned stimulus–unconditioned stimulus interval in classical conditioning. Psychologists consider the effects of these two intervals on learning to be similar (12), but the technical difficulties involved in measuring the detailed characteristics of the reinforcement effectiveness curve in operant conditioning have prevented either confirmation or refutation of this idea. Based on experimental data for the more easily controlled classical conditioning interval (10), the reinforcement effectiveness curve is roughly inverted-U shaped with maximum at 400 msec., and negligible at zero and about 4 seconds (Figure 1). The reinforcement effectiveness curve can be designated as a function of time $E(t)$, where the effectiveness of reinforcement at time $t$ is proportional to $E(t-t_0)$, where $t_0$ is the time of the last firing of the neuron.

![Figure 1: General shape of the reinforcement effectiveness curve](image-url)

Because of the reinforcement-polarization equivalence there are a couple of potential instability problems (11) in a neural network operating according to the single channel theory. To deal with these Klopf postulated that a synapse which is active (that is providing synaptic input) cannot have its efficacy changed by that input acting as reinforcement. He proposes that in general, whenever a synapse is active, there is a period of time following during which the synapse is ineligible for learning changes. The hypothesized mechanism by which a recently active synapse is kept from undergoing learning changes is called zero-setting.
In the qualitative rules that follow a somewhat unrealistic model of the neuron is implicitly used. The most important deviation from reality is that synapses are allowed to change from excitatory to inhibitory and vice versa. In addition, processing by dendritic and other sub-impulse processes are ignored. These properties were chosen for convenience and simplicity in the belief that even if the exact physiological model is not correct, the principles that make the model work should still apply to real nervous systems. The qualitative rules for synaptic change are:

1) Synaptic reinforcement is defined as the algebraic sum of synaptic inputs to the postsynaptic neuron, with depolarization taken as positive and hyperpolarization taken as negative.

2) The synapse is only modified by reinforcement that arrives after a signal is passed through the synapse (i.e., after a presynaptic firing results in a postsynaptic firing). The reinforcement varies in its effectiveness depending on its time of arrival at the postsynaptic neuron according to the reinforcement effectiveness curve and the zero-setting mechanism.

3) The synaptic efficacy is set to the average reinforcement received after a passed signal.

A possible equation for synaptic efficacy change implementing these qualitative rules is:

$$\frac{dG(t)}{dt} \propto [R(t) - G(t)] E(t-t_0) Z(t-t_1)$$

(done after firings the synapse contributes to)

where:

- $G(t)$ is synaptic efficacy (determined to a scalar)
- $R(t)$ is instantaneous synaptic reinforcement (algebraic sum of postsynaptic inputs)
- $E$ is the reinforcement effectiveness function
- $Z$ is the zero-setting effectiveness function (a suitable Z function is a block function which is zero for some time and then becomes one thereafter)
- $t_0$ is the time of postsynaptic firing
- $t_1$ is the time of last presynaptic firing

The Situations that Result in Synaptic Modification

According to qualitative rule three, each of a neuron's afferent synapses will be set proportional to the reinforcement the neuron receives after that synapse passes a signal. To make principles describing the conditions under which a neuron's synapses will undergo these modifications the crucial part here is "after that synapse passes a signal." Modification can occur at a synapse of a neuron only if the neuron fires in response to a synaptic potential generated by that synapse. If the modification is gradual, the synaptic efficacy will be set according to how much reinforcement is received and what proportion of synaptic signal passings are followed by the reinforcement. The amount of modification is independent of reinforcement received when a signal is not passed. Thus, the modification will be just as great if a given reinforcement occurs only when a signal is passed as when the reinforcement occurs every time the presynaptic neuron fires whether or not the postsynaptic neuron fires. Similarly, the synaptic modification will be just as great if the reinforcement comes every time the postsynaptic neuron fires regardless of whether the presynaptic neuron is firing. Thus the situations (reinforcement relationships) in which a synapse will be modified to an equal extent can be divided into three ideal cases:

1. Reinforcement comes only after a certain proportion of the instances of presynaptic firing causing postsynaptic firing.
2. Reinforcement comes only after a certain proportion of the instances of postsynaptic firing, independent of presynaptic firing.
3. Reinforcement comes only after a certain proportion of the instances of presynaptic firing, independent of postsynaptic firing.

In these three cases synaptic efficacy will tend to the same full strength value, but will not, in general, undergo this modification at the same rate measured versus the number of reinforcement instances.

Operant Conditioning and the Contingent Principle

In ideal cases one and two the neuron can be said to be seeking positive reinforcement and avoiding negative reinforcement. In these cases if the reinforcement which follows firing is positive then the synapse will become positive and tend to cause firings. If the reinforcement is negative then the synaptic efficacy will become negative and tend to prevent firings. This behavior can be summarized to some extent in a general descriptive principle:

Contingent Principle: Based on the reinforcement a neuron receives after firings and the synapses which were involved in the firings, the neuron modifies its synapses so that they will cause it to fire when the firing causes an increase in the neuron's expected reinforcement after the firing.

Interpreting stimuli and responses straightforwardly in terms of neuronal firings, this principle leads to an explanation of operant conditioning. The explanation can be illustrated using a simple example of operant conditioning—a hungry rat learning to press a bar to get a pellet of food. The food is known to be a strong positive reinforcer to a hungry rat. In terms of the single channel theory this means that the food causes much more excitation in the rat's brain than inhibition. The sight of the bar is the conditioned stimulus (CS) and the movements in bar pressing are the conditioned response (CR). If the rat performs the CR (bar pressing movements) in response to the CS (sight of the bar), then it gets reinforcement (the food), and subsequently tends to perform the CR to the CS more often and more efficiently. According to the single channel theory those neurons responsible for the CR (bar pressing movements) "learn," as summarized in the contingent principle, that if they fire in response to the CS (presumably some signal indicating the CS is accessible to these neurons at some of their synapses) then they will receive positive reinforcement (the excitation distributed to the brain when the food is received). The neurons responsible for the CR will "learn" by making their synapses whose presynaptic...
activity signals the CS more positively effective in causing the neuron to fire. Thus, the CR will be more likely to occur in response to the CS.

Classical Conditioning and the Predictive Principle

The behavior in ideal cases one and two has been summarized in the contingent principle and used to explain operant conditioning. In ideal case three there is a very different situation from that in the other two cases. Here the reinforcement received by the neuron is independent of whether it fires or not. This case causes us to use a second general principle in explaining and understanding the behavior of neurons operating according to the single channel theory:

Predictive Principle: If a synapse's activity predicts (frequently precedes) the arrival of reinforcement at the neuron, then that activity will come to have an effect on the neuron similar to that of the reinforcement.

If activity in some synapses predicts the arrival of positive reinforcement, then the synapses will become positive, and if the predicted reinforcement is negative, then the synapses will become negative.

The general classical conditioning procedure consists of presenting a neutral CS, one that does not cause a particular response other than orienting responses, followed by an unconditioned stimulus (UCS) which reflexively causes an unconditioned response (UCR). After a number of such pairings of the CS and the UCS-UCR, the CS assumes the power to evoke a response of its own which closely resembles the UCR or some part of it. Classical conditioning is easily explained using the predictive principle. Consider the neurons responsible for the UCR. By definition, these are caused to fire by the UCS. Thus the UCS must cause them to be excited, and thus the UCS is positive reinforcement to these neurons. If these neurons have access to a signal at some of their synapses that indicates the CS, then these synapses' presynaptic activity will predict (frequently precede, by experimental design) the arrival of the positively reinforcing UCS. Thus, by the predictive principle, these synapses will become positive and tend to cause the neurons responsible for the UCR to fire when the CS occurs. Referring back to ideal learning case three, whence the predictive principle was derived, it is apparent that for the neurons responsible for the UCR to undergo learning changes they must sometimes fire in response to the CS. This is the only condition for the synapses signalling the CS to undergo learning changes that is not explicitly fulfilled in the classical conditioning paradigm. This condition will also be satisfied if by chance some of the synapses signalling the CS already happen to be slightly positive or if one of the neuron's occasional background firings occurs while the CS is on and these synapses are thus presynaptically active. It is very likely that the synaptic learning changes will occur in these situations because the nonlearned state is unstable. Once the synapses become slightly positive they will tend to cause the neuron to fire more, thus increasing the opportunity for synaptic modification.

The occasional chance firing of the neuron in response to an arbitrary input is probably not unlikely. Neurons are constantly firing at an average rate on the order of one to ten times per second (in cat visual cortex (5)), so that if the CS's and its signalling synapses' activity lasts very long such a coincidence is very likely in some of the neurons responsible for the UCR. In order for a synapse to undergo learning changes, its presynaptic activity must precede reinforcement and the activity must result in the postsynaptic neuron's firing. Classical conditioning comes about in what is in some sense a degenerate case. In classical conditioning the CS's synapses' activity is a good predictor of the coming reinforcement (the UCR) whether or not the neuron fires to it. Thus it is also a good predictor when the neuron does fire to it, and learning occurs.

Although neuron learning behavior has been divided into three ideal cases, and two learning principles have been derived, the single channel theory is not a multi-factor theory of learning. The qualitative rules make it clear that there is only one learning process. The cases and principles are all just different aspects of this process.

In addition to providing a single process explanation of classical and operant conditioning, the single channel theory also appears to be able to solve several other hard problems in learning theory. The theory has been extended to explain classical and operant conditioning interaction in secondary reinforcement and unmotivated learning in sensory preconditioning and latent learning (11). In addition, the single channel theory has been mathematically formalized and its basic learning capabilities have been tentatively verified in computer simulation of small networks of neurons (11). I am presently attempting to extend the theory to explain certain other aspects of learning theory including avoidance learning, conditioned emotional response, overshadowing, and other expectation phenomena.
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