Initialize 6 arbitrarily
Repeat (for each episode):
=0
s, a < initial state and action of episode
Fa < set of features present in s, a
Repeat (for each step of episode):
For all i € Fy: e(i) «—e(i) + 1
Take action a, observe reward, r, and next state, s
51— i, 000)
If s is terminal, then 6 — 0+ ad € go to next episode
For all b € A(s):
Fp < set of features present in s,b
Qp — Zie}‘b 0(i)
0« 0+ ymaxpe4(s) @b
0 —0+ase
With probability 1 — e:
For all b € A(s):
Qs — Yier, 003)
a — argmaxpe 4(s) @b
€— y\é
else
a + a random action € A(s)
e€—0




