o

A UNIFIER THEDRY OF EXPECYATION

IN'CLAESICQL AMD INSTRUMENTAL COMIDITIOMING

Bichard 5. Suiton

bt}




& UNIFIED THEDRY OF EXPECTATION

IN CLASSICAL aAND INBTRUMENTAL COMBITIOMING

Richard 8. Sutfton

The study of animal lssrning has been an  important.
gvan central part of psychology in fhe pest. The ability %o
iearn.tan be saen as the aind’s most saliswnt chavactetiatis.
Cavrtainly a2 human mind is shaped %o an gnormous degres by
sxperisntial as well as genetic fackors, Tha Iadult human
mind is very complex, buk the guastion vemains open whether
tha learning processss $hat constructed i§  inm  interaction
with the environment ave similarly complex. Huch evidenca
snd many peoples’ intwitions suggest that $he learning
gracesses are in  fack simple ‘and  that the adult mind’s
complexity is due %o a long histaory of adaptive interactian
with a complex enviranment, Among such suggestive evidencse
is an impression emerging from the study of human aemory
dawvelppment that the Gbasicz memorial “"havdware" processes,
such as forgetting and intsr-memory franszfer. do not improve

with age, and that othsry Tactors must be vesponsible for

developmantal perforpancs improvements {Olson, iR7&).
dnother spurce of svidence indicating simple learning
processes relative o the wmind’s complexity is the

axperimental work on leavning showing fhat the same sovt of
lesarning processes appesar o bs operating in animals ranging

in complexity from pigeon %o man.
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The investigatar of snimal learning usually works on
thz premise that fhere ares general lsws of laarning that
apply fto some sxtent %o humans as well as te his animal
sub jects. | Faced- with +the enormous complexity of any
animal’s behavior: a natural goal for the thzorist of animal
lparning is %o formulats 2 sufficisnt theory of learning
that is not only general, hut also as simple as possible.
finse of the major resul%s of $this approsch has besn fha
development of the terminnoiogy of stimulus and responsse.
Tha behavior of ali animals c£an be formulated in
stimuylus~response (5-RA) %erms, and Ehiz languags appears
sufficient fo dsscribe many learning wegularities a3Ccross
spsries. As the psychology of animal leavning progressad.
ons af +%the theorists’ major frustrafions becamse thé fact
that there wevre ftwo diffarent ways of $raining an animal
that bore several similarities, and Yot which he could nnt
radjuca £0 a single learning processs.  The ftwo different ways
aof training are the well known classical. or Paviavian, and
instrumental, or Thorndikian, condifioning, Tha major poing
sf this paper will be to present a unified theory of these
twa forms of condifioning. Resgorlia and Soloman 40 an
sxeellent  job summariziﬁg tha esssence of the d4ifferenca
betwesn the two traimning pavadigms, and sito paint wup the
importance that has basn gi?én to resolving the rslationship

hetween them:

“The procedures which %he exgevimenter {E}
carries cut in +ths Pavievian. ay cglassical,
conditioning experiment are quite different from
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those he carrigs out in A& thovandikiane or

instrumental. training ayxperiment. In tha
Paviovian conditioning e&xperiment, & ideally has
Fyll control over ali experimental eventsi ha

datarmines the Ltims of ncourrence and the duration
of a $rial without sny vegard %o  the animal’s

behavior. That is. E arrangss relsftians befwean
stimulus events which hs condrols. in contrash,

in +the Therndikian ¢Y$raining experiment, E only
arranges it such %haé &the animal’s behavior at
gpecifiad timas will giald gradetermined
gnvironmental changes; E arTangss relations
hetween the animal’s hshavior and fufure stimulus

svents.

“Bacause the laws of lsarning &ve shated as
interrelationships beitwesn =xparimental operations
and consequent behavisral <changes, $he laws of
fPaviovianli condiftioning ang those of
fThorndikianl lsarning must be diffevent at a
descriptiva level. This weuld b2 so sven though
the behavioral changss were identical in  $he ftwo
CASES. On &he othar hand, if scme theoretical
syskem could be devsloped to unify the diffaerent
smpirical laws, %o reduce them to She same general
ynderlying principlas, then fthe laws of bahavioral
modification would deduce the oubcomes of bakh
fypes of sxperimend. In an impoarSand  sense, the
history of learning %heories i35 a succession of
attempts %0 specify the relation bestwesn the
putcomes of the fwo  types of experimant.”
{Rescoria & Solomen, 1947, p. 151-1023

f.ike most other singls arﬁgéaallearn;ﬁg theories, the
reaglution af the relationship between classical and
instrumental conditiening presented in  this paper will
propose that the oufcomes of the two different sxperimentail
procedures are the resuylt oF a common aﬂdE?lqiné lsarning
PTOCRES. This learnin§ srocess devives ¥fram a startliingly
simple idea found by A Harvy H#Klop# while considering
similarities bestwsen nsural and social goal-seshing systems
{(Kiapf., 1972} As I swse i%, the magor insight Ethat

culminated in Klopf‘s idea was that & singls kind af
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nesranal signal could ba usad both  fo ewaluyats and &9
perform neuronal actisnz.  This insight can also he traced
sack o previous work (V. Sriffith, 1R 190634 Wilkins,
12701, put HKlopf was Ehe first %o idunbify neyranal
reinforcement with n=uronal input, excitation as positiva,
and inhibition as negative. The theory prasentad here has
awslvad considerably bué divectly from Hliop#'s. Pravious
ma%k dealing with Klopf‘s idea has 4reated if primavily as a
thenry of the neuron. Thiz paper will devalaop a theary of
izarning wusing She traditional langusze of stimulus and
ruesponse hased on his idea. The important naurcnal aspects
0f Kliopf‘s idea will bhe freated primavily as a possible

mechanism behind the abstvact learning theovy,

In the first part oFf . this papsy a2 singles procass
lesrning theory will be presented and applied %o the most
straightforward classical and instrumental conditioning
paradigms. The sagnnd part of &this paper will go
ronsiderably  beyond this o considey what can he
rollectively called “ezpectation phenomena” which stour in
Sokh classical and instrumental condiftioning and which
reguire greater fheoovetisal sophistication For eaxnlanation.
Twn major classes of expectation phenomena are considered:
s} phenomena involving sxpectations fhat influence tha
effackiveness of reinfarcement, such as avoidancs

conditioning, and b} phenomena whare soma stinulid dominats

athers in that only they, or primarily th=y, are assoriated

with the response at %he expense of the others, such as
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svershadowing and blocking. This paper will show %hat buoth
ciassas of expectation phencmena, in their realizations in
woth classical and instrumental conditioning., can b#® dariwvad
#ram the pcgtulatian sf a single process involving an
axpectation term Sych a unified explanation of major
axpectation phanomena ALCUTring in Dpokth conditioning
paradigms constitutes sirong avidsnce For this .learning
process 4% & gaNEeral common prOCcRss expianation of classical

and instrumental condifioning.
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PART I : THE ZINGLE PROCESE THEORY

any theory of learning contains, sither explicitly or
implicitly, & wmodel of the mind, wheﬁher consisfing of
sasoriations, stimuli, and Tvesponses or of information
stores: channels, and procsssars, This is the Frame&ork
within which rules Por fthe dynamic oaperation of the system
are stated. The framewsrk or model of the mind for ths
isarning theory basing dewvelceped in  fhis papey will b=
presented in  the follswing secfion. 1he laarning ATOC2%8%
that operates within and on this framewark_will be presentg§_
in a sacond section. & third section will describe £he
theory’s explanations of some simple learning phenomana and
5 “Tourth will discuss tha neufanal basis pFf the theory.
Finally, a Fifth section will review $the majar constructs of

the theory and infroduce a useful parallel terminology.

The Framswork or Mind Model

i. The mind‘'s state is deiterminsd by the activadtion lsvals

¥ all of a large number of mpdes.

2 Eyternal stimuli have their presence veflecfed in  Sha
artivation of corrssponding modes. These will be calied

stimulus reflecting modas, or simply stimuius mpdss.
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3. External responses ooour when the corrvesponding mode o7

mndes become sufficiently activated velaftive o antagonistic

repsponse causing modes.

& The change in isval é? artivation of z=ach mods depends
srn  the activation levels of the other modes as wsll as tha
cyrrent configuration of ssxternal stimuli. &z a mode’s
1aval of activation incrsasses. 1% may have a graater effecy
on sach of the other maodss’ levels of activation.  The

effact of the incr2assd sctivation of 2 particular mode an

'y
3

annther is determined by the gssagiafion fram the first mode

to the second.

5. Tha learning profess has ifs effect on Hhe associations
satween. modes {(i. e. on the wmodes influence af sach ofher’s
ievel of ackivation, Thus it determines the succassion of

modas and responsss, degpendent on exbternal inpufb,

Although semé modes | &Te pbaing talled stimulué
raflecting modes, and some TEsponse cauvsing modes. thess
modes are in no .ather respects different Ffrom modes in
general. In addition, =& single modz may be bokth stimulus
raflecting and response sausing. Such a mode uvowld resuylf
in an unlearned stimclus-response refligx. The wsval case.
however, is that a2t lsasi one learned aﬁeatiatiaﬂ will fhave

tn be wtilized for & stimulus reflescting mode to affect

baghavior.
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The [.earning Process

At this point it wiil be wsafyl %o dewelop = symbolic

notation,

Matation: L2t &3 {ayl{tr} denote the lavel of
activation of mods ; {at %fime L3} '

Motation: Laf iV {iVj (%)) denote +the sign and
magnitude of the asscciation from mode I to mode §
(a2t time ). & positive association indicates
that high activatisn o mode i feonds to increass
the activation of woode angd & nagativa
assnciation indicates that Righ activation of mode
i causes lowered activation of modse j, Tha larger
the absolute wvalys of the association $he larger
is the sffect of mods 1 on mods ;. In other
words, Lthe changz in +the activation of mode J
because of the lovel of asctivation of mode i would

ha related to AisiV;.

411 modes are said $a  be continuously generating an

gxppctafion of what thas laval of achivation will bs. Tha

current expected level of activation (fhe expectation’ of 3
mode is based on the vecent activation level of the mode.
Th=z higher thé lavael af ackivation within the last #few
seconds: the higher the lavel expscted for 4he present, and
the lower the vecant activaktion lewel, +the Ilower tha
sxpectation for the present. It will be suPficient bo freat
gxpectation of lavel of sctivation at a cartain time a3
aposrorimately an average of racent prior activation lsvels.

Motation: Let Py (Pj(%}} denote the expected

1eval of activation of mode j {2t %ime ). To a

first approximation Pi{t} is proporiional to

averagelA j(£~T33, the average leval af activation

af this same mode soms small Eime interval T (a

faw seconds or lessi previous. {The lstter P is

ysed because expertation of level of activation
can also be thought of as a prediction of lavel of
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activation?

As has been staked previously, it iz fthe association
bafween modes, the i¥3:. that are channed by thes learning
praocass. The learﬁing prozess only chaunpnes an  associabion
to the gxtant that modes i and § have bean

i

™

simultanesusly active in %the recent past The concept of
vecent past is  freatsd similarily  fo She way it was for
sxnpeckatiaon
Motation: Let 1B (i (%)) denobe the sligibility
of +the assaciation iVy for undevgoing changss as
per the learning process {(at fime €3, Yo a first
approximation iE i £an bre zaid to be
proportional to averagel ALUE-Tiaie-T) I, the
average product, or logical AND, of the fwo modes’

activation levels same small %ime interval T
pravious. '

Mow the lesarning pracaasican ba stated: an association
iVt between two modes, i and j§, is a#iigihie Ffor change %o
the mxbtent that modes 1§ and 3 have been simultaneously
activé within the lazt fow seconds. o the sxfent that an
association is eligible., it will changs sscgrding to th=e
diffevence hetween %ths acktivation Ay and She espectad

4 {destinatiosn? made, I+ ths

¥

activabion Py of the affacie
acrtivation level iz grester fthan %the eypected lavel, then
the association is incrsased, but if the expeched lewsl

syxreads the actual activation level, then the assaciation is

decreased. in symbols:
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d
il —— i%y = iC; { &3 —~ P3 ) iEj
dt
whare: iCy is & constant depending on $he pariicular
assnciation baing changed

The learning process is assumed to he Cfonshantly acting on
all assvciations heftwsen all osrdersd paivs of mades. The
direct effect of fthe snvirsnment on stimulus modes and of
razponse modes on  the environment is assumad noi o be

subjact %o %his learning process, but  fo  be permanently

fired.

Bimple Learning Phanomena

The learning process will now be illustrated by wusing
it to e2xplain a fsw of fthe most hasic lesrning phenomena:

classical condiftioning. instrumental conditioning. and

sgcondary reinforcemant.

Glassical Conditioning

In a simple «classical condidfioning experiment $£he
subyect is repeatedly presented with 2 neutral condiftionad
stimulus (LB}, one that does nod cause a gar%izﬁiar raspcﬁse
ather than nrientingrr93§aﬁﬁa$; followad b5y an uncondifionsed
étimulns (UC8)Y which reafisxiwvely caussgs an unconditionsd
reasponse (UCR}. Affer & number of such pairings of ths (%

and the UCS-UCR, +tha (B assaumes The powsr $o0 sgvoke &

rgsponse of 1i%s own, &the condiftionasd recponse (CR), which
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closely resembles ths UIR oy soms part of if. In & %ypical
riassival conditiening srperiment, a deg is repeabadly
arssented with first the sound of e ely {%hs €8}, and fhen
its fFood (%the UCS), whish causes the deg %o saliwvafe (ths
UORY.  Eventually. %he sasund of the bHell alone <causes

salivation (ths CR}:.

The mind model and +%he lsgarning process provide an
gxplanation of this basic classical conditianing axparimeht
a5 £€nllows. The C2 and the UCE both hawve fheir accurrencs
ssflected in heightensd sctivation of covresponding stimulus
modes. Since the UCS rsflexively causes the UCR, i% can be
considered given that the mode excited by tha Ucs alsn
crauses the UCR whgn it iz sufficiently activated. The
tvzining segquence is firs® increased aciivation of the mods
axcited by the €9, follawsd by heightenad activation a® the
mode excited by the WS and  which cavsss the UCR. The
heightenad activation of the CH excited mode will result in
increasas in eligibility of the associations geoing o and
from this mode. Consider the associations Ffrom this mode fto
ha other modes. Tha sligibilities ¥far these assocriatiens
are high during the short %ime after the (5 when tha E
securs and  increasass  ackivation of its mode. Eince this
mode smyperiences an ingrsase in activation, at $his momens
its axpectation of activation is still lou while ifs
aetivation is high., According $0 the learuing prooess thisg
wiil vrvesult in ingrsasss in thé assotiations to the mode in

progportion fo how eligible They arve. Since the association
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srom the CS excited mods to this, $he the UGS excited and
UCR causing cavsing mods, will have a high aligibility at
this fime, this associstion will b2 incressed. The fesai%
ig that now the occurrence of the €5 will be more likely fo
resule in the emission of the UCR because now activation aof

to esycites gy increase  fhs

o

tha {8 saxcited wmode %end

artivation level of, %he UCR zausing mode.

Oncs this process has begun, ance  Lhe C8 reflecting
monde sSkarts to sxzcite the UCR causing mode, the eligibilify
wiil skart to becoms larger on suhseque=nt trials, as both
modes will be unusualiy arctive as the CY ocours, and th=
lgarning progess will bs accelevated. this acceleration
will TEVET S, and %ha size of Ehe agsociaftion will

ra at which

(7N

stabilize, as the asscciation approaches that s

#5 a3 great an activatian level

g

ann  opcourrence of fthe C5 cay
af ths UCR causing mode as is subssquenily cavsad by the
serurrence of the UGS, po fursher learning occuvrs in fhis
situation hecauss the artivation of the UCR mode <caused by

the €5 gensrates & subzegquent expectetion of activation

" which just matches the ackivation caused by fthe ULE, then

activation eguals expsctatiosn, %he hypothesized learning

process dictates ¢that np  Further learning changes will

[aRmpui 4 1N
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inskrumental fonditisning

In instrumental ronditioning & stimulus eveﬁt called an
instrumental reinforosr is presented %o . ftha sqb;e:t
contingent on his pesrformance of a selacted conditioned
raspanse  (CR}. Freguentiy, the instrumsntal reinforcer iz
prasented only if the CR sccwrs din  fthe prasencs of somz
conditioned stimulos ({8} The rssult is a chénge.in tha
grobability of occurrence 2f the CR in vesponse to the (5.
The instrumental reinfargasr is tatlind a positivs

instrumental reinforcer LF §ha vesuld is that the C8B is mors

e

likely %o lead %o the CR:. and & negative inszfrumental
rainfarcer i¥ the resuli iz %hat the €5 is less likely %o
tzad  to the CR. in a2 ftypical instrumental condifioning
axpariment, a rat is rvewarded with Eood (%he posibiva
instrumental reinforcer? whenaver he presses a bar {(khe CR:
in the presence of an audijory tone {(the UB):, and nevear when
the +ons is absent. Ewveniuslly the rat will learn to press

tha har when, and anly when, the fone iz present.

The mind modsel and +the learning grocess provide an
sxplanation of +this instrumental conditioning paradigm as
follaws. The €8, as in =2lassical couditioning, has i6s
grcurrence veflected in %he activation of a stimulus mads,
The instrumental {(assuma2 posifivel reinforcer is a stimulius
that excites a high proportion of fthe mind’s modes,
Heightén@ﬁ activation of a cerftain response mode ralative fo

its competitors for sxprsssion will result in fhe emission
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of tha CR, Consider the ktraining sequence from ths point of
wisw oFf the mode csusing the R, with particular attention

to  ifs association fram tha 08 veflscting mode.

5]

Greassionally the CR rausing wmode becomes active snough to be
axpressad — for the CR %o osacuT. If the €% is no% presani®
when this happens. then %he eligibilify nof the association
%Pam.the 08 reflecting mods te $he CR ctausing mode will be
small relative $o what i% would ba iF the L8 was a;curring
whan the CR was smitied. i¢ the €8 is not present when &the
R is performed (eligibility low?d, then the instrumsental
rainforcsr Snea not orcur, bud since the aligibilify ié low.
iittla change is mads in %he strength of the associafion
from the CS reflecting %o the CR causing mode, IFf the C5 is
present when the CR is performed (pligibhility high}, %then
the instrumental reinfarcer occurs, =auvsing & moment of
slightly higher acfivatisn than expec%ation for tha CR

caussing mode following i%s causing of  shae CR. Since fhe
e;ig;bilitg is high at %this time tha sssociafion from the €5
reflecting mode is incraaszd. Mext fime &he C8 occurs  tha
mods rveflecking it will escite the mode that cauvses the CR,

and make the CR more likely to acour.

as in classical conditioning, this is initially an
actelafat%ng process - Lha lsarning is strengthened 2ach
time the CR occurs £o the 08, and the reself of the learning
is to make this sequsnos more likely. The increass in Lhe
assnciation from the C8 mode to the CR mode will be halted

whan an occurvence of the €5 Causes as much ackivation of
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tha OR mode as that caused by the instrumsntal reinforcer,

Gargndary Beinforcement

The mind model and &hs lsavrning pracsss alsa provids an
inkeresting and simple siplanation of an important Izarning

phenomena that has not y4ub beso mentioned in £his paper:

gecandary reinforcemant. Hlmosi #11 =¥pariments ara
balieved %0 involws szseuandary rainfarcemant, although
vyeualiy neft explicitly. Far example, whan an animal is

buing rowarded with fond bzing dapnsited in a hamper, i¥%
snons starts to ack as i# it weres being vewarded not by the
sating of the food, but by thes sounds and ofher incidental
stimuli +that first indizate that the food is going &0 be
delivered, Stimuli which sve coreelated with the subssquant
ocruprence of an  insktrumental reinfarcer come to  have

cimilar reinforcing capabilities. They avre said fo hawve

hecome secondary reinforsers.

The developmeni of sgcondary rainforcers is consistent
with fthe pfapaﬁed mind model and learning process, Tha
instrumental reinfarcer, a% in the axplanatiaon oF
instrumental condifioning, is assumed +to cause global
syritation (or depression} of a high gavoporbion of ¢hs
modes. If +the global reinforcement is posifive, then fthe
activation levels of the modes ave increased, while fheir
precading level of activation, and thus their sxpectation.

remains momentarily at the former lowsr level. Thuys, th=a
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associations to each aoade will all fand ta.be incraasad, and
among them the tendsncy will e in proporiion fo their
#ligipility (for eactivation and sxpectation ars common £
all associations fto 2 model. The =ligibilities of Lh=
sssoriations €0 & mode will bhe distributed in proportion %a
the average recent activakion levels of the modes that ars
the sources of +the asssciations, a3 §he average recand
artivation of the destination mode is alsp constant among
them, and since =ligibilisy is %the avevage product of these
two schbivations. Thus, those aaseciatiaﬁa that i=ad from
mndisg that were highly active previous Lo the occurrancs af
ths global, ar instrumental, reinfovcer will all ha
incraasad, Bimilarly. it Ffoliows that if The inatrumentai
rainfarcer had besn negative., then the activation would have
baan . less than expechtation, and the associations from
previously highly ackive modes would hawz been dpcraazed,
The result is that Lthe modes whose high activation preceded
the instrumental reinforcer will have an =¢#Ff=ct on %the obther
mndes mors like %that had By the instrumental veinforcer. If
a stimulus repeatedly precsdes sn  insivumental reinforcer,
45 waffect on the ofther modes will continue to change unkil

it is sgual to that of the instrumental rainforcer.
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The Meuronal Basis aof thse lhuoory

As mentioned in the insvasduction, +the present theory
avnlved #from a theory by A Harry HKiopf (Kiop#, 19727
¥.inpf’s theory of %he'brain’é agperatlion was stated in Earms
gf neurnans, and the prezssnt theary, %hough thus far skabed
in & more abstract, learping-theoretic manner, should refain
this naaronal histaory. an  aftbtempt will now be mads to
tvanslates the rurren® thesry ints nsuronal terms. This can
be wviewsd hoth as a possible mechanism for tha btheory. and
as a furiher specifizakion and developmant of the constructs
af the thearg; The neuronal interpretation should not be
trzated as no mare  Lhan 3 machanism: far it does hava
bahaviaoral implications, and could be used $ao explain
certain phenomena, although it will not be used in this way

ivt this paper.

The neuronal interprefation of the theory has noi heen
uaed as its primary statzment for fwo veasons. Firsh, such
2 mechanistic and physiclogical $heory 4z wunfamiliar fo
cognitive psychology. Second, such 8 npuronal statement is
at a leval of detail that waulé require great specification
a¥ asaumptions; both neurophysiological and funchional. By
giving'the neuranal intzvpretetion s$atus primarily as &
mochanism allowance i3 made for many of thsss neuronal
assumptions to be wrong. I# neurons areg found not o behavs
sractly as postulated, the mechanism may nssd to be

rejacted, but the behavieral Ilearning thesry can rvemain
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relabhively intact.

The basic tenEnts of 2 neuronal interprefation of %he

mind model and learning process previously described are as

follows:

1. FEach mode consisis of & populiation of nadrons, 4 mods ‘s
inval of activation is %ths averags vate of firing 27 impulssa
genaration of the mode’s nsurons, & wingle nauTon oan

narticipate in sevaral modes.

1

The associations setwedsn Mmodes ara the synapbic
conneetions  from  Eha ﬁeaveﬁa af gne modeg to the neurons of
the ofther mods. & signitivantly pesitive é;suciatigﬁ
Betweson Swo modes @ and 3 (iYy 22 ) means tha synapses
connecting presynaptis nsurons of mode i and paﬁﬁsunaptit
HRUTONS of mode 4 are pradominantiy axcitatory and
transmission efficient, The constant 103 in  the modal
igarning ProcCeEss ?epv65énﬁs the axtent o which %he neuyrons
of mode i have synapsses to the neurens of mods §. fiora
zalient stimuli can be sxpseted fe influence more nNaUTons
and thus to havs IaQQE? ronstants associated with fheir

azsaciations.

. The sfficiency of sunapses in fransmiffing impulsazs From
souron %0 neuvon is whaf is proposed to be changed by tha
lgarning PTOCBSS. Ta vregprasent fthe nguronal lzarning

srocess, we will need & nauranal symbaliam. The tollowing
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1]
ful
el

neuyronal symbeolism is dir 1y analogunus o  the modal

i

» additional sffort

%)

symbolism and thus should require 1iftil:

{

tg understand. However., 23 th2 other sections of the paper
will make no vefersnce to tha following neuronal symbolism
the rest of this sechtion may be safely skipped by fhose nof

intersstad in a neuyvonal formalization of Lhe ftheory.

Motation: Let ild g (il d represent tha
afficiency of fths synapse from nevron 1 fTe nsuran
3 (at time 3. & nugstive value Ffaor idy indicates
an inhibitory synapse. {iky carvesponds to iV,

the association batwsen modses i and 3

pMotation: Laf X3 (¥ i€} represent soma measure
sf the current firing rate of neuron 3 (aft time

t3. {(Corresponding %= Ay, %the achivation level of
mode ) The simplest msasure this could be is an
instantansous measursy: ¥y = 1 when neuron ; is

firing, and X3 = O gthevwisa.

Motation: Lsef Py {%) bs a measure of the avarags
rate of $firing of wneuron J a2 short Ltime previous.
{Corresponding %o #i{%:, the BVRPAGE rocent
activity of mode jJ

Notation: Lef iEg“{%t} be a measurs of how ouch
neuron 1 firved such as fo have the sffeckt of its
#iring influence fivings oFf neuvsn j, averaged
over & short time bedors & the pvesgnt, This is
a measurs of how much the sunapse #rom neuren i Lo
neuron § would have affected neuvron j's racent
fivring activity, if tha synapse had bagn
afficient. {This covrresponds Eo 18 j{t}, the
eligibility of the asseciation belween modes i and

J?

Earh synapse of each nsuron is hypothesizsd fo carry out tha

Igarning process:
d

2% —— iy =" O Ky -~ Pt Y IESS
dt

The =qual sign has besan guated  becausa, based an
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weurophysiological evidsnce, neurans appesr fo have their

inapses Fixed o Bbe =ither permaneniliy excitatory or

=

e

permanently inhibitory. The action indicated by the abovs
Izarning equation is not carvied out if i% would %take ths
synapse beyand i%s alliowablse boundsvias: gicifakary
synapses cannot becoms inhibitory (negativel), and inhibifory
synaps2s cannot  becoms sxcifatory {positivel, and synapses

can bscome neither infinissly largs noy infiniftely small

without bound — instead %they saturate &t soms finite valus.

Reinforcement. Acfivation, EBxpectabian,

and Effsctive Reinforcament

An impartant thrust of fthe theory presented in  this
paper., devivative from Hlopf’s work, is that at tha level of
mndes, activation leval auts aé reinforcement in causing
changes in asseciations befwesn modas. In the discussion of
instrumental condiftioning it wWas hypothesized that
instrumental reinforcers arve sﬁimgli that affect the lesvel
af achivation of a2ll or aimosht all modes. in the discussian
of classical conditioning 1% was fthe arvival aof the UCEH
which affected the lavel of activation aof #he CR  tausing
mode, and which was necsssary for learning changes to ooctur,
in rlassical conditioning the UCE is offsn speken af as ths
rainforcer for the SR somnection between the CS and the (R
In both kinds of conditioning. ift iz reazounable to alk af

mndal lavel of activatisn as reinforcement, with high

activation acting as positive reinfgrcement and iow
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I

arhivation acting as nsgative vainforcamen

& careful resding of &he hyponthesired lsarning procass
ravesis both fthe wutility gnﬁ the #nlly of spesaking aof
artivation as rveinfarcement. focordivg .tﬁ tha learning
srocess, it is bhe destination mode’s activation lavel minus
agrpectation level that dotsvmines whather the association is
inrressed ovr decveased -~ whefther ithe (5 increésea ar
dacreases in its ability %o cause $he CR.  Recall fhat

vatioan, can  ba

Feds

gxpecktabions ar =zpscitsd  level of soi
approximated by an avevage measure of LThe vrecent ackivation
igvel, Thus, if i% can be assumed $haf recent activation
haz bh=en at normal lzvels, then high activation doss act €0

increase the associastion {335 positive reinforcamenty, and

iow activation does act %o dscvsass  fthe association (as

negative reinforcamant:. flus  i% 1z veasonahlie in many
rases to speak ot laval af activation as madal
reginforcement, Howawar, in many obther cases, vecsnd

sriivation, and fthus currsnt szpactation, will not  be af
noarmal levels, and f$his way of speabing will nof be valid.
For instance, if expectation is much higher than uswval, fLThen
& slightiyg high level of sctivabtion would be affective as i¥

it was negativa rveinforzemant, decrsasing the association.

& noew parallel terminology will b2 used henceforth io
clarify and capturs these ideas. Activation level will alsa
he ratled reinforcement leawvel. Expectation of activation

isvel will alse be =called expectafion af reinforcementk
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tavasl., However. the diffavence behtweon These two. that
which actually detsrmines whether the aszociafions fdiﬁhﬁ
mode are increassd or dzevesssd, will bBe callad affeckive

reinfarcement. An infavasiing point of viecw thag arises oub

B
af this terminology is  %that the sffective rein¥ﬂrce$é§§:
that which determines lsarning changes, is said ta be given
by the differsnce betwesn oxpeched v@in?nrcemen% ard

vareived veinforcament.

It is important to reslize fhat throughoutb thg previaus
dizcyssion modal rather than glaobal rein?arceme&t;was ﬁeing
discussed. The theov?%s vig of anly madsl reinforcement, a
incal rveinforcement, adds a new dimensiown of caapleiitg ta
applications of the theory to learning =xperiments. With
different reinforcements, diffarent evaluations  of
performance, simultansously ackive in different modas.
imarning changes are likely fo not be uniform throughout %Lha
mind, bubt to vary from smnds %o mode, depending on  their

incal modal reinfovcsmenis, Global reinforceasnt can only

¥
N
A}

i

ba discussed +to the s:xtent that a cignificantly largs
proportion of ths modes ars undergoing similar changes in

ieval of activation.
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PART II: EXPECTATION PHENOMEM& IM CLagBICal

AND INSTRUMENTAL CONDITI{RNING

Thé essential concegé behind Ehe siﬁgle BPOCE5H
zxplanation of classical and instrumental condifioning as
two aspects of & single process was  prvovided hy HKiop#
(Kiop®, 1972). The major extension of WKiapf’s attempt s t9
sxplain learning phenomena prasentad hevein is the use af an
sxpectation factor as an importani determinant of learning
changes. Since the lparning process wesss an expectation
fartor, and sineg the i%ﬁ%gfﬁé}iearniﬁg pvacgﬁ% is wsed %o
sxplain both classical and instrumental conditioning, fhars
shauld be behavioral implications of fthe esypectation factor
for bobth kinds of ceonditiening. As evidence for a wunified
theory of expectatinn, the sescond part of this paper works
oyt two such implicabtions and wverifies them against €he
tnown experimental resulfs. The two behavioral implications
of +%he +theory For both l=zarning pavadigms that are
considered in this paper are 1} tThat ths sxpectatiaon factor,
and not just reinforcemsnt, should be 2 major defevrminant of
iparning: and 2} that soms stimuli can daminate and preveny
isarning %o others by =reating 2an axpzctatiaon which

nsutralizes the reinforcsmesnt and prevents further learning.
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Expectation s a Daterminant of Effective Heinfaorcement

Since both reinfovcement (ackivationy and expeciad

rencse: and

°

reinfarcement (eipectabion) determine Their dif#
since it is this diffsvencs that centrels  the learning
PTOCRSS:, the theoovy aradicks that the sexperimental
correspondents of reinfarcezment and  expeciation will both
affect %he magnitude and dirsckion of lepavning changes. In
am instrumental conditioning parvadigm the corraspoandent of
madal reinforcement iz Ehe instrumentz) reinfaorncer. Ths
rorrespondent of modal eypectation ie simply $he presence or
absence of stimuli &hat excite of inhibit the mode at tha
time the CR octurs, as hhese deiermine the activation level
a+t this time, {The pressnce and vigor of the response migh$
also he considered covraspondents of the CH  cavsing mode’s
sctivation level, but these are assumed to depend on
pelative rather than absolute activation lavalis? The
tparning process pradicts that if fthe reinforcement exceeads
ths sxpectation, then thoss assocviations fvom nodas highlg
artive as the expectation was formed are increased. while i¥
tha reinforcemant is less &than the expectakion, fhen fthesa
associations are decreased. Given fha sbove covrespondences
botween 2xternal avents snd féin?arzamenﬁ #nd =esxpectaftion.
this sort of result is well known %o sccowr in instrumental
conditioning sxperiments. Tha theory’s gxplanations of th=

sxamples that follow will bs much clearer if 3 fou key

assumptions are made explicit:
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i. Thers is & normal nanzerd base level of activation
{reinforcement) for sgach of 4he mind’s modes. Thus, changss
to activation levels lpwer than $his will be interpreted as

negative effective rainforssment.

=, Respanses £an occur sven whan the forrvesponding responss
mnde is at a law lawvel af activation, as long as iis
competing modes are at as iow or lower activation levals,
Thus: 4 response may ocsur and be followed by an asxpectation
4f less reinforcement than the normal oy base lewel 1¥#  &hs

whole mind is exgsrisncing & below normal leval of

aetivation,

#lobal esxpectation leval after a € is deftsrmined by

the instrumental rainforcers (inciuding secandary
rainforcars) presant as tha CR i3 peviormed. Tha global
reinforcement level iz datermined by the instrumental
?einfér:ers occurring afder the CR is perFormad. Responses

can pecur with global srpectations of relatively high or low
reinforcement, and can he followsd by rslatively high ovr
relatively low global reinforcement, Tﬁiﬁ,caa be analyzsd
as a two dimensional continuvum of possilile combinations of
giébal reinforcement after s vesponse and of expeatation as
s result of the global rainforcement level as %the rasponse
is performed. The sxpesrvimenial results of nine basic cases

along this continuum ars summarized in %Yhe box of figure i.
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GLOBAL REINFORCEMENT
{global activation lavel shovtly after CR}

HIGH . BABE L0
i £ 4 4
1 % i i
H nona H - H - - H
H i i H
H during ! omission. H combined H
i gmissian i i affects !
GLOBAL Bi i H i
EYXPECTATION Al + H nonsg f - i
{global re-~ &i ; H « i
inforcement &§ appetitive | normal ! punishment
during CR} { vondifioning | affairs i conditioning i
i i H i
Li + ¥ i + i nons H
Gi ; H H
Wi combingd i BETEDS, H during ;
H affects ! aypidance ¢ awpidance i
Figure 1. Direction of Izavrning changes {effachtivs

rsinforcement} and name or descripbtion of the sxperimental
phenomena corresponding %o ning basic caszzs af combinations
of glebal expectation and gzlobal reinforcement.

Through the lgarning provess the expectation of the (R
mode will come %o sgusl %he global reinforcement resulfting
from the performance of the CR. The diagonal from the wuppar

aft ®o +the lower vight govners of fhe hox corrasponds &

st

the cases where qlohal =xpzctation and global rveinforcementd
fuliowing the CR are the sams. bafare any learning, and fhus
naﬁe DECLUTS. The CETE when both gxpactation and
reinforcement are at bass lavsl corrvesponds simply to normal
avents — noe rteinforcement eccurring: no sxpchations  of
roinforcement, and no instrumental learning. The obther fws
cazas on the diageonal, reinforcement and expectation high,

and rainforcement and expectation low, aslso result in no
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igarning., Some experimenital paradigms that show fFhis kind
g8 a lack of lsarning. such as instrumental blaocking and
shimulus selecktion experimsnts, will be discussed in a later

ssctian.

All cells of the box Helow the diagenal corvraspond o
razes of rveinforcement sxcesding sxpsctation, and thus %tha
davelopment of a fendency for the O o causa the GR
(posikive learning), while all cells helow the diagonal
correspand fo cases of éip%ﬁtaﬁian groegding reinforcement.
resplting in  $he devsippmant of a fendency Ffor the C5 =2
sravent, or inhibit, &he CR  {negative Ilsarningl. The CR
causing mode becomss affected by Fhe (8 such that its
sypactation matches fLthe reinforcement that  is  &o follow.
Ths middle horizontal row of ¢ells corvesponds £o the
simplest cases of instrumsntal conditioning, thaie. with no
unugigl axpectations involved, A reuward {2 positive
inetrumental reainfarcsr; Following & rzapones Causes
nositive learning and a punishmant (8 negatiQe instrumental

rpinfarcer) causes negative lsarning.

The middle vertical row contains Caszs that have proved

sroublesome for some theories. &% they strongly indicate tha

necessity for a concept of sxpeciation in kEhess cases Lth=
sffeptive reinforcamant is simply the lack of an
instrumental reinforcer. When the axpsckation is for

punishment, fthen the sbsence of anyg inztrumental reinforce?

#cts as a raward, as in esTtapes OF avoidance learning, while
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if +the expectation ia_#a? veward, then itc absence acts as
punishment, as in omission training tha syperimental
manipoelation thaet crpaies such gypectations is fhe
prasentation of (8 that has been palved with global
reinforcement, i. 8. thaif has hesv made & secondary
painforcar. This is prescisely what has been hypothesized to
atfact global expectation of rveinforcement. Thus: §$h=
single learning process does explain ar gveéic#; tha

reaylés as shown in bthe middlse wvertical vow of the box.

In a typical sscaeps conditioning expeviment fhe auh jacd
is axposed to a C8 {(such as an avditory tone} that predicts
the arri#al of a negative instrumental reinfarcer {a
punishment, such as an elesctric sheck:, and thus acks as
Both a negative secondary rginforcer énﬁ at induycsgr of  low
sxpectation accovding to this papey s thsory. The
performance of fha CR allows the animal &o escaps _?rﬂm tha
S, providing a posiftive zffactive veinforcament, Howewvear:,
before the crucial CR is parformed, bubt whils the subject is
sub jected to the €8, other vosponses that the subject emits
that are uvnrelated fto thé ¢8 do nog have fheir probability

d by the sxperisnce. The

[T 3

of occurrence sHrongly sffsot
theoretical interpretation of this lack of lsarning is fha¥
whiles +the (8 causes a low rainforcement lavel, if haé also
bezn causing a low reinforcement level in the racent pask:
snd thus has produced a low current sxpsctation level. Wigh

atinon hakh 1o, the gffpctive

e

reinforcement and sgup=2c

reinfarcement, +their diéfaresnce, is vevy small or zero and

gill
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there is no  learning. Thi ig the fveining situation

1

referred Eo in +the lawst vight cell of the box labelled
“during avoidance. * Ths situation with oHoth reinforcement
and esxpectation high. in the upper lefi c£ell, is directly
analogous, In omission Sraining the sffactive nagaliive
reinforcement orccurs whan the sxpsctation of rainforcement
caused by the CS ends. #hile tha O8, creafing both high

reinforcement and high srpectation, conbinues, there is no

izarning.

The other two =elis ¢hat we have nnt individually
considered, low esxpectation and high veward, and high
gxpactation and low rEward,  are combinations of
reinforcement and sxpsctation influencss fhat tampiemgnt and
anhance 2ach other. Th“ﬁ&_ga?adigms have not been studied
as much (and have not been given names} bscause thay seem to

confoynd Ttather than ssparabts the facfors datermining

affactive reinforcement

The learning process that has hesn offered appears oo
be able %o explain stimulus context zypuctation =ffects on
thea gffectivenasss o¥ reinforcemant in instrumental
conditioning. The vteaily intaresting point, hawever. is
that =srpechtation phenomsna in rlassical tﬁﬂditiﬂﬂiﬂg‘tan ha
shown +tn resulk fram the same learning aracess, only ss 1%

al comdiftioning,

]

iz usad to sxplain classi
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In classical condikinning the correspondent of maodal
ruinforcement is the arvival of the UCS.  the correspendent
of modal expectaiion is again tha mode ‘s lavel of sciivabian
g +he OR ocours — ar the sum of %ﬁe gffects of She active
stimulus reflecting modes and Stheir associations fo ths <R

nausing modsa. s bafors: it reinforcemant esxcosds

sypectation the associaltions from the stimulug modes o fhs

oR moda . ars increassd whila if euxpectation excaeds
rainfarcement fhey ars gerreased. IR E] influence ot
eypectation in determining effsctive reinforcement is

clzarly predicted for classical conditioning in add4ition to
that which has besn shown #or instrumentsl canditioning. In
an impartant paper Rescorla & Hagner convingingly argusad
from NUMRTOUS grperiments that rrinforcament and
nonreinforcement hawve wvarging affechs on rlassically
conditionad associations fo (B57s depending on the contex¥t of
sther stimoli within which the G35 eccurs {Rescoria & Wagnae.
19TR. Their theovy has bheen well accepted and clearly
raptures the resulis of a iarée number gf erperimanits (sss
Hilgard & Bower., 1976 p. 5725 Rather than lonk at thes=a
individual expeviments. hhe great similarity bafussn
Hescovrla &.Nagners’ theary and the application of fhe theory
prassnted :here to classicael | conditioning will be
demonstrated. It will 5@ shown that the prasant theory
makes the same gualibative predictions as +Hhe Rascorla %
sagner theory with one in%eresting excepiion, in ghich cass

thz single learning procas: theovy presenfasd hsre fits the
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grperimental data better than Rescorlse % Haagnars’ theory.

Comparisan of %{he Singls Learning Procgss Theory

fnp Glassical Conditioning and the RescoriaWagner Theory

Rescorla % Wagnervs’ 1972 papsyr shows that rsinforcsmenst

[l

snd  noenreinforcement  havs warging =¥ffects on classically

=
&)

eonditionad associatione formed fto 2 L0E depending on  fha
enngext of other stimuli  in which the CB ocouvrs, Fov
imstance: if there is an associstion alveady Fformaed befween
conditioned stimulus A and fear {reinforced by shockl, fThen
if stimulus X pecurs at tha same time as & does. and  fthe
combination is followed by shack, then fhere will b2 very
1itkie fmar condiftioned %o ¥. Furthermor=, if A has Bean
conditioned %0 fear and then A and ¥ ocour fogsther withoutd
being followed by shock, then X will actually come to he an
inhibifor af faar, Mumevous similar experiments lad
Raecorla & MWagner to caﬂﬁt?act a descriptive theory in which
the animal takes account of what reinforcement is indicated
fiy othar stimuli when 1% adjusts fhe asspoiativa sirvength of
a particular stimuli upon reinforcement or nanrais%araemaﬁt.
Stated cogniftively, Rescoria % Wagnsrs’ theosry iz in paerfect
agreement with the theory presenfed hero:
* _.,organisms only lsarn wﬁen gvanis violakts their
sxpactations. Cartain sxpectations eve buili up
about the events foliowing & stievlus complexi
sxpectations initiated By $hat complex and its
compenent stimuyli arz fhen aonly moedidfied when

consequent events disagres with $the composife
mrpectafion. * (Rescovia & Wagnar. 1978, p. 737

U
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From $his idea and their rnumsrous sxperiments Resscorla &
Wasney %then developsd o more pracize, more nathematical,
statement of their thsory, They formulated a theoryg in
which the change in asszociative skrengh to sach stimulus is
s funchion of the sifference beiween fthe reinforcement
recsived on a  frial and the tatal associativas skrength af
the =ntire stimulus cun%igu?é%ian. The =ascence of fheir
thzopy as it will ve nunsiderad hevre can be suamarized in
this sauation giving 4he charge in assaciative strength

botwaen a €8 and £he CR resylfing #ram a classical

conditioning trial {ftaksn from Bolles. 1978, p. 163}

33 Ava = € ( L ~- Vax :

aihieTe:; ¢ is a constant depending on the specific 48 and US
i, is the maximum assoniative strengih with this US
Ava is the change in associative sErangEh o0
stimulus A
Yay is the assoriaktiva strength alvsady present o
stimulus & togsther with 211 other stimulus
camponenks ¥ that may be present

Compare this with +the eguation for $he zingie l=arning

cess with which $his paper is concerned.

prTE
d

&4} —— iV o= 10y ( Ay -~ P o) 1Ej
dt

whare: ity is a vonstant depsnding on the specific modes i

and 3

Ay is the leval of aciivation of anda j

iVy is the sirengih of the associzlion from mode 1
to moeds

Pj is the expectation of activation of rode J

iEy iz the eligibilifty of the asssciation From made
i %o mode




i

Page 232

Duspikte the differences in symbols, terminolsgy. and liztsd
meanings. there is an apgarent gross similarity of form of

11 now be argusd that this

-

the two learning egualfions. It w
iz a real and meaningful similarifty, and its nature and
exbent will be investigated. Tha ferms of the equations

will now be faken onna at a time znd similarities andg

differences will be discusszad,

iVy, the strenghih of %ths associafion hetusen the CE

ré¥ie:ﬁing mode and  the 4R causing  mods, iz directly
analogous to Va, Rescorls % Hagners’ asvociafive strength I
a stimulus. For both of fthi2se meéasuvas QF association
hetween stimulus and response the pressnce of +bthe stimulus
increases the likslihosd that the Rk will eccour iF fhe
segriation is posiftive and dacraases ?hfé likelihood if &he

association is negatiwvse.

Rescoarlia & Wagners® total associetive strength %o &
stimuivs complex Vax s analagaua‘ta the zf#fect on ths CR
producing mode of all aszociations from active eodss, ov th=
sum effact on this mode of present stimuli‘s asseociafive
strengths. This effact will he reflecked in the activakion
lavel o0f +fthe CR causing mods at the time of the LR, and in

the asrpecktation of this wmods a% the tims of fthe UCH  ar

reinfarcement, as lons o3 ibe gverall sff=ct is posifive.

ek it

while the associative strength %o & stimulus complex Yax is

iz pxpectation of

P
£
g
W

positive, it will be wall represented

opeciativa sirengih

A
[y

the CR causing mode, I®, howswver; LThis as
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is negakive, then the effszt on the mode will be §o decTeass

.

i

[

-s artivation:, but itz activabion and thus its expectaiian

inter’ at the time o0f reoinforsement can only approach Ieve ~—

piéi

they =zan not go past if, they cannod be negabkive. Thus: %ths
R mode’s sxpectation will net be a good analeg for Yax, ths

tntal associative strennéh to 3 stimulus complex. when fhis

total associabive strengih  1s negativae. Howsvar: undar
thaee conditions sipschation’s wvalus is  nok imporitant

hocause there will beg very liftie igarning. A negabive
asanciabive strength to 2 stimulus compiex me2ans fthe complax
docregses Gthe likelihood +hat the CR will geour. If &h=
tntal effect of the stimulus complex i35 ta dinhibié %the OR
producing mode, then if wiil redure its lowel of aztivation.
rosuliting in not only & lopw activation level and 2 low latary

sxpectation, but alse s low later eligibility for lgarning

changss. Thus, in  thoss cases whevy zxpackatian i3
imporiand in datermining learning «changes, it i3 a

raasonable analog Fa% flasrarla & MWagnevs’ VYaux, the total
assnciative strength to ths pressnted stimulus complex. Thaz
mueltiplicative eligibilify ferm IE) of the single laarning
process Fformula has no analcg in the Reaaﬂ?i&f&agner theovy.
wWs will return £2 it and the differences bpetwesn the Lo

thepries that it causes shovriiy.

The L term in ths RescorvriasHagner fovmula is said to b=a
ths asymphotic magimum level of assaciative strength.
dependent on the paviicular rainforcer. this is divechiy

analogous §op  the reinforcement Ay veceived by the o
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aroducing mode, as this is the rasulf of  the intansity of

the UCS’2 sxcitatory sffect on this mode. lhe reinforcemant

LR -

dsrarmines how larvge $the expecktation can ge%, and Lthus fhe

maxrimuym associative =sfrsngkh 1% can suppork,. Finally. the
consfant teima C and 10y in the $wo formulia clearly havs
identical roles and éepeﬁéanﬁies. Tyaunslating the singls
lgarning process into a 4iffersnce sguation ¥or $he resulf

a¥ a2 trial, and wsing aenalogous symbols, %he following

vasulfs:
S5 Ava = C (L — Vax 3 B iF Max » O
Note that the sligipbility term iEs has been starved %o

indicate +that it is noit being uwsed in ifs previsus senss.

Ty deal with the sligibiiikty %arm iEY in & wey suited %o the

tvrial result form of the vast of +the equation soma
additionsl reasoning is mecessaryg. On 21} $rials the ce

nrzups and Hhe OB veflecting mode veaches a high lavel of

"

actiwvation. I% is the prodyct, or lonicsl AMD.  of &Ghe
artivation levels of ths 8 raflecting and fthe CR causing
mndes at Ethis time that detsrmines the eiigibility of She
association later as the reinforcement asrrives. Since the
¢S reflecting mode is slways highly acfive, 1% follows that
Ehe eiligibility will be determined primavily by the Iaval of
ackivation of the CR causing mods as the CR occurs. Thus
this activation lsvel will bHe a rTsssonable measura of

eligibility %o within a oonstant af propoviionalisy {(which
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can he incloudad in  the overall legavaing constant L) As
sefore, Lthis activation iswsl is faken ss a rveasonabls
anaslog of of total asszccistive sitrength o ths stimulus
complax Vax, when $his straneth is  positive. Alsp as wa
deharmined befors, whsn this .strength is negative, %the
gligibility will e guits =mall and &the learning Pprocess
will «change associafions only & vavry littis, To formalize
ang clarify this idea o 1i%tls further consider a funchian
£{%y %o vrepresent the activation lavel of a mode given ifs
tntal input X, from assoristions from other modes and from
sxtarnal inpuwk. When X is significantly pasitive, #(X} will

as X becomesd

o
-
A
o

s approximately proporbisnal %o 1%

pegative, F{X} ramdins positive and wmerely approaches zsra

{sag Figurs 2).

pow the conversion of the single isarning process’s
predictions to Rescorla & Wagnars’ form cau be complefed:
& AVa = C ( L — #ivaxl 3 #{Vax)

Thig form has $wn differsnces from Hescorla % Hagnses”

eguation (compare with sgquation 3}. The most impariant one

grond differsncs:

is the multiplicative #{Vaxi Serm Tha
that of subtracting Fi{Vazr ¥from L rathsy than just Vax is
much less impordant becauss Yax snd ${Vaz}! sre very similar
gycapth wheﬁ VYar gets nea% and less fthan zero. which i%
precissly the §time when ths F{Vax) multiplicafive %erm goas

tg  zera and makes fhe L-f{Vax} ferm onimpartant, as fha
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1
2]
)
3

whole eguation goes io

Berause of the muliiplicative f#{Vaz} term, fhe singls
lzarning process’s sguation predicts Lthet lsarning would b=
slow at Ffirst and then auickly gick up spesd {iniftial
paéitive accelerationy. &z the associstion betwsen the (B
and the CR becomss significantly lavrgs, $the (8 mode comes o
axcite the CR mode. Thiz resuvlts in & higher eligibility of

tha association betwsen them whaen Hhe WE (reinforcement’

ter faccelesratad:?

ifs

avrrives, which in fuvrn rvesuli¥s in  {fa
iearning. Rescorla & Hagner's eguaticn predicts only a
negative arccelervation in isavning.  As atharg-havarpainteﬁ
syt (Mackintosh., 1974, p. ii), fFheir theovy is in  errvar
hmrg, a5 an initially oposifively aceslevated classical

conditioning learning curwvs i3 wsvally Found {(ssa figure 3}.

This section has provided She {fivst really powerful
swidence for $his single process eyplanation of rlassical
and insitrumental candi%iﬁniﬁg. Affer illustraking the way
the %Hheory handles fha fwp basic conditioning garadigm%; a
carktain charactevristic of £he learning grocess was btaken up:
namely the way learning is depewdent an hovth a rainforcemsnk
and an expectation fevrm The CONSBgUBRNCES of Lhis
characteristic wara cumpubed for noth conditiaoning
paradigms, and both satz of phenomsna w2ve found in +ths
gxparimental iifevaiuyra. Tha singile lfarning process
providaes a ﬁni?ied theoretical way of viswing expecfation as

& daterminant af rainforcement egffecfivenzss in both
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and b‘;’ Hie ~Sm3fe channel *ri,\ecr\f.
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Tha nayxs sacbion

TR

rlassical and instrumental comdifionin

EA 1]

gabhers more evidencs faor the single learning procsss theory

by showing how it can provide Theoredicel sxplanation fav

anocthevr set of phenomena occurring  in both  kinds  of

condifioning.
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Expactation as Stimvius Dominancs Ltfects

Consider Ghe gensralizsed view of both finds of
conditioning that has been presented and ﬁeveléaed in fhe
previsus sections. FEach componeni stimulus of the stimulus
complax contributes {positively or negabtivelyl fo  the
tendency to make the rvadponse and simultansously o the
u?zamiﬁg expectation of veinforcement. 1§ shase candiftionsgd
stimyli {CSs} produzss too yrest a combined responss tandancy
fhen thay creata E graater grpactation than fhs
rainforcemant fthat will bz rveceived and the iearning process
reduyces the associations from the (Ss. 1# the rainforcement
is of a fixed size, %hen theve will be a Fixed nayimum fofal

lgarned to tha €8s and which

m

responss tendency fthat can b

el

will be stable. This suggests +Ehat the single learning
BTGCRSE might provide some sxplanation for “the many
phaenomena in both classical and instrumenial conditioning in
which lsarning to one OS5 dominates ofheyr CHs and prevents or
inhibits learning %o fthem. Typical insfences ars bBlocking.
in which prior learning %o ons 8 prevents any learning to a
sazond CS presented simulianeously with the first, and
overshadowing, which is a general tendency for aill TESpOANSS
tendency to be allotted $o ons particulsy aspack of ths
distinguishing stimulus configuration, seven fthough all
aspects are equally infarmative. This segcrfion will show
that the single learning process theory, with no further
sesumptions, can indesd syplein such phenomena as they ocour

in both classical and instrumental condifioning. This
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single process explanation of & majer clazss of phensmena
that occurs in  bo¥h kinds of conditioning strengthens £ha
gvidence that this theory capiures impoviant aspscis nf¥ the

relationship between $he conditioning paradizms.

The set of stimulus dominance phenomena that occur iR
thath conditioning paradizms <can be divided infto fthree
classes based on what aspezts of the sfimulus cavsas it &o
dominate the others, Tho three stimulus aspects ars graatsr
satisnce. prier lgarming. and greater walidify, This
soction will concern ihusid primarily with tha sxplanations

§ the stimulus dominance phenomsna invoiving jinsirumental

ii

conditioning. The established work of kescorla % Wagner can
o velied on for stimulus dominance phavomsns  In zlassical
conditioning. I+ has bhzen well documenited (Rescorla &

Wagnear, 1972i Hilgard % Zowsv, 1975, @. 572y how fheiv
fhearsy. which has bean shown Ho give sssentially the same
pradictions as the prasant thaory ‘s for classical

conditioning, can exgisin zach of the phenomena fhat will bha
discussed.
The experimental sifustion in instvumental condifioning

thzt we are inktarssted in 1% insSrumsntal discrimination

iz rveinfarced for emiftfing the

e
1

igarning. The swbjlect

response in  the presence of some C8s: the S+3, but not for

emitting it in fthe prasence of ofther CHs, the &S—s. This
situastion is wvery similar %o classical discrimination

jmarning. The UCS in classiral discrimination isarning i3
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snalagous to the veinfarcement in the insirumental cass, and
fnllows only 5+ $S5s, not 5 C8s. The somm sart of analysis
apagliess fo buﬁh kinds of discrvimination iszsvning, and if is
sssentially a genarslizsd vevsion of $het which has basn
given by Rescorla % Magner. The S+ pveduce an gszpectation
0¥ the Teinforcemsnt (af %ha UCS in classicail condifioning:
and lsarning procesds éasarding to fhe differance betwasn
the expectation and the veinforcement. Hhen €he S+ dis =2
colierction of stimuii ABS. .. there are a numbar af reasony
why the association to fhe rosponse may be o snly one of
tham. Rerall that all associations ocontribute %o the
reasponse causing modes aspsctation,  SBives fhis srpectation
cannot sicsed tha ?&iﬁ?@?igmeﬂt, the $fatal association fo
211 the B+ is limited. Suppose the consfant 10y was vary
iarge for the assocciafion from A, an 5+, fo fhe vesponsa
ralative o the renstants For Lthe assaciations Ffrom the
athar S4s BC... ta +thz rasponsg. The association fo fhe
rezponse from &, wikth i%s high 1Ty, would change much FTaster
than the associations $From the other shimuli iF they wars
przsented idenkically. Thus. when fofal sypectation reachss
tha reinforcement lewsl, the primary contribuber will ba &
the S+ with the large consftant i0j. Expevimentalily, in both
ciassical and instrumental conditipning, &his phenomsna.
imown ags  avarshadowing. %faqgenﬁlq ocouvs  {Sutherland &
Mackintosh, 1971, ap. 144-133). Even though many stimulus
aspects indicate that the LU0S is abouf fo oocour. ov that the

roinfgrcement will come if  the CR is made now. typically
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snty one has had the majority of fhe (# making fendency
sssociated with it (and the othars ars lszss associated wikh

ha COR than i+ this domirating £E was nat  present). Waich

o

s¢imulus aspect becomes dominent can be affzcted by varging
the relabtive intensity of fhe stimulus aspacths, Increasing
its intensity will maks a stimulus aspect move likely to
pecome dominant. accarding to the abova developed

jxssification this would be zalled stimulus dominsnca by

& stimulus can also become dominant becauyss of being
involved in prior learning. I¥ stimulus & an S+, has been
#uily trained and associabed with the G, then it creates an
amount of sxpectation sgual fo the rainforcement used. i¥
another stimulus B is msde to accompanyg & and thus beg  an
zgually  informative 8+, Sthen it will haye na lsarniag
shanges made to if%s associsbion %o fthe CR bescause & already

lgarning

1]

fuily predicts the reinforcosment, and fheve can b
aniy when reinforcement differs From za2xpzcfafian. This

is kunown to ocour in bBokh

K]
e
[N
ek
-
X
-

phanagmena, inown as  blo
cisssical and instrumsntsl condiftioning (S;tharland EX
HMackintosh, 1971, pp. 1i~14i2r.  Training with stimulus A as
an S+ will prevent any furither lszarning on  $raining frials

ysing & and B together as an O+

Finally, stimuli can bescoms dominant by wirtue of
having greater discriminative validigy, If stimulus A

always indicates that reinforcemsng will folliow th2 respons:2




.

fnr +that the UCS is about &o
imparfact indicafer (1. =

aventually, whaltever tha

initial reaspons2 fandsncigs Lo A and B

FESPONSe
&, This is because onoe

tandencies to & and B has

reinforcament, than sach §fime A

TEEPONSE

geryr together again, the zombined sxplctation is foo

and both & and B are devrsased

with = nat gain for stimulus A

#ima B oecurs without A: fhe

Tt

n if there is any expeciation

decreased on sucfh & irial.
again ths combined expecialion
and B are increased in their
with a net
continug until
all the expectation %o wmakhch
FESPUNSE tendancy
suparimenis by
ﬁheﬁé resulis for hoth

conditioning {Wagner ef. ai..

ia nok

the rombination of

tendency o0 & wiill

gain foar stiauius

tna B i3
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2]

gocurys while stinuivs B is an

always correctl,  Hhen

constangs 10, and whaftever the

therae will bBe no

tendency to B ~ it will be completely dominated by

TREpORSE
reached fhe level af &hs
securs  without B thse
ingresss soma. Whan A and B
high,
in their rssponse fsndencies.

On +%he other hand, each
reinforcemant fails $o ocour,
generabed by H, if will b=

When & ond B occur together
will be foo ilow and both A
assoniabions %o the CR, again

&, Thess processes will

the rasponse tendency %o & producss axackly

the reinforvcement, and the
2870, & wnica seriss of
nas desmoncirated precissly

riassical and insftrumenial

1248%.
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SUMMARY AMD CONCLUSIONS

& vary imporiant gussfion fthvoughout the history of

jearning theory has bHesn %the nature of the relationship

7]

neftwessn the two basic trvaining procsdurses. that of t}aaaicai
and that of insirvumental conditioning, Meny Shsoriss have
trisd %o unify th2 two forms of Tonditioning by =2xplaining
anz  in Ferms of the other with litkls ﬁvt:eég. The prasant
thaory claims fto expiain classical srid instrumental
conditinning not as foems of one another, but as differsnd

aspects of a single lgarning process which c<can naot be

idantifiad sxactiy with sither.

& model of the mind as censisting oF modes in wvarious
states of activation raflsmcting the pressncs of stimuli and
ravsing overt responses wmas develoapad. The singls  learning
process was stated as affaciing aszsocistions bafwesn modes
that determins how they influsnce each others level of
activation. I+ was iilustrated how this +theery cowld
axslain the basic resulks of the experimental procedures af
riassical conditioning. instrumental conditioning, and of
the creation of secondary reinforcsrs. A neuronal basis for
the +theory was described. linking the pressent fheory with

previous neuron-oriented work.

By making the identification gf activation ef a modsz
and veinforcement of fhe aode, and of recent ackivation

‘leval of a mode and sxpzeted, ar predicted, activation

{reinforcemantd} iavel =¥ the mode, some interssting
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interprefations of the lgarning process yave mada. Bince i%
w3s claimed that it was the difference LHetwsen resinforcement
and szpacted level of esinforcement Lhat deatarmined fhs
zffective rveinforcementd. it was noted that thers should bha
wags %o alter Gthe effactivaness af a reinforcer ny altering
the contexk of expected rsinfovcemant:, and That this gshould
grour in both classical and instrumental canditicning. Such
ways were found Eo bz known 2 pecur in hoth ceondifioning

paradigms, and $hey wevrs shown to &8 rconsistent with  f£he

singls iesarning process  and  its  sxplanations nf Eha
sonditioning paradiges. This was dove  in classical

ennditioning by showing fhe similavity of the present theory

tn a descriptive f%heory of classica candiftianing by
Razsrcorla % Wagner. The bheoving producs  ths sama
qualitative predictions sxcept for the form of th=

arguisition cuyrve, whers the flgsaorliaagner theory dces nof
fit the sxperimental vesulbs as well &5 the single aroceEss

sit¥fect of conftext on

B

theory presenfed in Lhis paper. Th
the effertive magnitude of rainforcament in instrumental

sdivioning Was aatablishad hy a brief rvavisw and

™
[N
ot

3

vy

siagsification of the MmATY ingstrumenial condifioning

phenomsena demonsirating sugh an effact.

The single learning process preseutad in  ghis  papsr
implies that as long as the reinforcemsnt veceived by a mods
was predicted by the stimuyli that preceded it +there should
he no  lsarning. Thus. in cersain sitvations it should

happasn that S QmE shimuld complately predict the
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roinforcament and dominakte othesr sf%imuli  in %that fhey
pravent any associatisn betwesn Lhe athevs and the OR The
condifions under which this can bs eipscied fo ooour, given
$he hypothesized single lzarning progcess,  ware ltisted and

dentifisd with importani sxpevimantally abservad phenomana,

w3

zarh of which oocurs in soth classical sand  instrumental

canditioning.

The theory presanied bers has been able rta intargred®
fws gensral imporitant seds of phencmena, rontext affects on
affactive veinforcemsnt and stimelus dowminance effects.
sragsent in both classical and iostrumenial conditioning, as
diffarent aspects of 2 single learning process, and  agre2
wifh experiment as weil ov bether fhan curreni saparatsz
theoriss of +thess sets of phenomena, Tiis constitubes
trong evidence $hat the theory raptures important aspachs

af the relationship  hetwessn olassical  and  insfrumental

rondifioning.

Only a few learning phenomena have bhsan considered in
this paper to demonsivate $he fTheovry’s unified traatment of
$he fwo conditioning gsaradigms, L intereskting and
important question is whather this single pgrocess theory can
ta axktended $o other lsarning phenomens, The answer i3
probably in some cases yes. and in some canes no. This ¥ing
o 5ingla process thaory seams $o the authar to be adequata

with respect to most nther isavning phenomens and sspecially

ysaful for soms, nobably instrumesntal  iazfent learning and




P

Pags 47

sensory precondifioning {Sukton, unpublished!. However. the
thaory appears to nesd significent modification or axtension

s satisfactorily srplain some imporéant leoarning ghenumena,

hixd

such as contrast effscis. Thus, although $he =evidenca
srasented in  %this papsr does strongly indicate that this

theory capburses impartant aspects  of  the relationship

F

hetwesn classical and instrumsntal ooandifiening. it 1

admittediy not a finished product,
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