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Abstract

In the first part of this paper I argue that the
learning problem facing animats is essentially
that which has been studied as the reinforce-
ment learning problem—the learning of be-
havior by trial and error without an explicit
teacher. A brief overview is presented of the
development of reinforcement learning archi-
tectures over the past decade, with references
to the literature.

The second part of this paper presents Dyna,
a class of architectures based on reinforce-
ment learning but which go beyond trial-and-
error learning. Dyna architectures include a
learned internal model of the world. By in-
termixing conventional trial and error with
hypothetical trial and error using the world
model, Dyna systems can plan and learn opti-
mal behavior very rapidly. Results are shown
for simple Dyna systems that learn from trial
and error while they simultaneously learn a
world model and use it to plan optimal action
sequences. We also show that Dyna architec-
tures are easy to adapt for use in changing
environments.

1 Animats and the Reinforcement
Learning Problem

What is an Animat? An animat is an adaptive system
designed to operate in a tight, closed-loop interaction
with its environment. An animat need not be a learn-
ing system, but often it is; some sense of adaptation of
behavior to variations in the environment is required.

Figure 1 is a representation of the animat problem
as I see it. On some short time cycle, the animat re-
ceives sensory information from the environment and
chooses an action to send to the environment. In ad-
dition, the animat receives a special signal from the
environment called the reward. Unlike the sensory in-
formation, which may be a large feature vector, or the
action, which may also have many components, the re-
ward is a single real-valued scalar, a number. The goal
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Figure 1. The Reinforcement Learning Problem fac-
ing an Animat. The goal is to maximize cumulative
reward.

of adaptation is the maximization of the cumulative
reward received over time.

This formulation of the animat problem is the same
as that widely used in the study of reinforcement learn-
ing. In fact, reinforcement learning systems can be de-
fined as learning systems designed for and that perform
well on the animat problem as described above. Infor-
mally, we define reinforcement learning as learning by
trial and error from performance feedback—i.e., from
feedback that evaluates the behavior generated by the
animat but does not indicate correct behavior. In the
next section we briefly survey reinforcement learning
architectures.

One might object to the problem formulation ir
Figure 1 on the grounds that all possible goals have
been reduced to a scalar reward. Although this appeare
limiting, in practice it has proved to be a useful way
of structuring the problem. Some examples of goals
formulated in this way are:

o Foraging: Reward is positive for finding food ob-
jects, negative for energetic motion, slightly nega-
tive for standing still.

e Pole-balancing (balancing a pole by applying
forces to its base): The reward is zero while the
pole is balanced, and then becomes -1 if the pole
falls over or if the base moves too far out of
bounds.

e Towers of Hanoi: Reward is positive for reaching
the goal state.






