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[Iv = vy where 6= argm@in |lv — wvgl| . (1)

For a linear function approximator, the projection operator is linear, which
implies that it can be represented as an |8| x |8| matrix:

M=o (¢"Dd) " &' D, 2)

where D denotes the |8| x |§| diagonal matrix with d on the diagonal, and ®

denotes the |§| x n matrix whose rows are the feature vectors ¢(s)', one for
each state s:
d(1) 0 —o(1)" -
d(2 —¢(2)T—
pe| @ I "
0 d(|8]) —o(I8) "=

(Formally, the inverse in (2) may not exist, in which case the pseudoinverse is
substituted.) Using these matrices, the squared norm of a vector can be written

lvll = v" Du, (4)
and the approximate linear value function can be written
= ®6. (5)
MSVE(#) = |[vg — vx|| (6)
MSRE(0) = EW[(W(&) - Gt)Q]

Bellman operator for policy m:

(Brv)(s) = Zw(s, a) [T(S, a) + 72p(s'|s, a)v(s’)] ) Vse§, Vv:8 — R,

acA s'es
(7)

which can also be written,
B.v =r; + Py, Vo :8 — R, (8)

where 7, € R s.t. [re], = >, 7(s,a)r(s,a),
v ji

and P, € R x RBl s.t. [P,].. =3, 7(i,a)p(j]i, a) Bellman equation:

Uy = Brug, (9)
Bellman error:

09 = B.vg — vg. (10)

MSBE() = ||, (11)

MSTDE(0) = Eﬂ[(RtH + v (Si41) — UH(St))ﬂ



