We should never discount
when approximating policies!

Y is ok it there is a
start state/distribution



The average-reward setting

 Maximize the reward rate (reward per step):

1 n
r(m) = lim =% EdlRi] =) d(s) Y m(als) Y p(s',rls,a)r
t=1 S a s’y
where d.(s) = lim;_, oo P{S;=s}

* [earn to approximate r(x) and new “differential” values,
iIn which all rewards are compared to the reward rate:

ZE Ryt —r(m) | Si=s]



Average-reward Q-learning
(R-learning)

Initialize R and Q(s, a), for all s, a, arbitrarily
Repeat forever:
S < current state
Choose action A in S using behavior policy (e.g., e-greedy)
Take action A, observe R, S’
0 < R — R+ max, Q(S,a) — Q(S, A)
Q(S,A) + Q(S,4) + ad
If Q(S,A) = max, Q(S5,a), then:

R+ R+ (0




Access-Control Queuing Task

Apply R-learning
1 SETVErS
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@ Statistics of arrivals and
departures are unknown
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On-policy average-reward
with traces and linear FA

Ht_|_1 — Ht &5tet
0t = Riy1 — Re + 6, ¢ri1 — 0,

Rt—I—l = Ry + By



